Exploring pretraining tasks for
multimodal methods in DocVQA

Recently, VQA has been applied to documents as a generic natural language interface for
different information extraction tasks.

This project will consist of two milestones. First, it has been discussed that explicit visual
features are not specially relevant to understand documents, which has yield some works to
ignore visual pretraining tasks which results in exploiting even less this modality. To start, the
student will use an already existing model (examples are visual T5 [7] and Hi-VT5 [8]) with
textual pretraining, and extend it with visual pretraining tasks to investigate the actual
performance boost that explicit visual features can provide for DocVQA [5].

Then, with several different pretraining strategies proposed since the start of DocVQA and
Document Intelligence in general [1-4, 6, 9-10]. Not all the works have provided clear
ablation studies showing the effectiveness of such tasks compared to already existing ones.
Therefore, the student will implement multiple pretraining strategies and perform a
comparative analysis on the final results.

To conduct this work, the student will need to perform an extensive literature review on this
field to identify the most promising pretraining tasks both in visual, textual and multimodal
alignment pretraining tasks.
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Figure 1: LayoutLMv3 [3] is a multi-modal transformer model for DocVQA that performs pretraining in
both textual and multimodal alignment pretraining tasks


https://rrc.cvc.uab.es/?ch=17&com=introduction
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